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Abstract. Qualitative research has experienced broad acceptance in the IS 

discipline. Despite the merits for exploring new phenomena, qualitative methods 

are criticized for their subjectivity when it comes to interpretation. Therefore, 

research mostly emphasized the development of criteria and guidelines for good 

practice. I present an approach to counteract the issue of credibility and 

traceability in qualitative data analysis and expand the repertoire of approaches 

used in IS research. I draw on an existing approach from the information science 

discipline and adapt it to analyze coded qualitative data. The developed approach 

is designed to answer questions about the specific relevance of codes and aims to 

support the researcher in detecting hidden information in the coded material. For 

this reason, the paper contributes to the IS methodology with bringing new 

insights to current methods by enhancing them with an approach from another 

discipline. 

Keywords: qualitative data analysis; information retrieval; relevance of codes; 

qualitative methods; information science. 

1 Introduction 

Qualitative research is an accepted methodology in the information system discipline 

and since a significant growth in 2005, one can see a stable amount of publications in 

information system (IS) journals like Management Information Systems Quarterly 

(MISQ), Journal of Management Information Systems (JMIS) and Journal of the 

Association for Information Systems (JAIS) [1]. Besides studies which use qualitative 

research methods to answer specific research questions (e.g. [2–4]), much has been 

written about recommendations and guidelines regarding how qualitative research is 

conducted within the IS discipline (e.g. [5–7]). Especially in the IS field qualitative 

research and the findings it generates often have been seen as a minor discipline 

accompanied with biases regarding the common quality standards [8]. Therefore 

qualitative research has a strong need to declare itself and reply critics with its own 

quality criteria (e.g. [9]).  

In their MISQ guest editorial on qualitative research in IS Sarker et al. (2013) introduce 

the principle of transparency and state that “there is a need for clarity in the logic 

underlying data analysis” [10]. This paper follows their advice and adds a standardized 

1096

Keller, A. (2017): How to Gauge the Relevance of Codes in Qualitative Data Analysis? - A Technique 
Based on Information Retrieval, in Leimeister, J.M.; Brenner, W. (Hrsg.): Proceedings der  
13. Internationalen Tagung Wirtschaftsinformatik (WI 2017), St. Gallen, S. 1096-1110



technique to the repertoire of approaches that are used to analyze data in qualitative IS 

research. Therefore, I have applied an approach from the information science domain 

and adopted it for the use in qualitative research. With the technique results are 

generated that grant additional and hidden insights regarding the relevance of codes 

derived from textual data. This new technique is called code appearance and relative 

frequency index (CARFI). Besides this methodical contribution the technique 

especially contributes to the field of IS, where relevance aspects are of special interest 

when studying technical and behavioral issues regarding the role of information 

technology (IT) (see actual studies like [11, 12]).  

The underlying research process started with the need for an appropriate approach to 

investigate the relevance of codes and is structured in three phases. In the first 

orientation phase, the qualitative research discipline as well as the IS discipline have 

been screened for techniques. Due to no appropriate result the scope has been widened 

to other disciplines. With finding the information retrieval approach the third phase 

started that aims to adopt the technique for the usage with qualitative data. The results 

of this phase are presented in this work.  

The paper is structured as follows: First, it is explained which methods, data collection 

techniques and modes of analysis are used in qualitative research and how they collude 

in the IS discipline. Besides that, I am looking at the coding process and the different 

techniques used. This is supplemented with existing quality criteria and shortcomings 

in regard to the interpretation of qualitative data that motivates the development of new 

analysis procedures. Based on this, I propose a new technique that helps to identify the 

relevance of codes in textual data sources. I illustrate the technique with real data from 

interviews with experts. The paper concludes in a discussion of the presented approach 

and gives an outlook towards future research. 

2 Qualitative Research in IS 

In the IS domain qualitative research has a long history and aims to study managerial 

and organizational issues related to innovations in information and communication 

technologies [13]. Qualitative research methods have its origin in social science and 

were developed to understand cultural and sociological phenomena [13]. In contrast to 

quantitative research the focus of qualitative techniques lies on the observation of 

complex phenomena and situations which cannot be grasped with quantitative 

measures. Besides qualitative research being used as the only instrument for studying 

a research topic, it can be combined with quantitative techniques in the same inquiry in 

a mixed methods approach. Because of both methodologies having different strengths 

they can rest upon each other to generate richer results in combination compared to 

being used alone [14, 15]. 

2.1 Methods, Data Collection and Modes of Analysis 

In qualitative research one distinguishes between various methods which specify the 

research design and strategy. In Table 1 we shortly present five approaches which are 
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widely used in the IS domain and give references which explain the methods from a 

theoretical perspective (for the information given in Table 1 also see [13] and [16]).    

Table 1. Qualitative Research Methods 

Method Description References 

Action 

Research 

The method is a design-orientated approach and 

aims to widen the stock of knowledge in the specific 

domain. The goal is the development of solutions in 

a collaborative manner. Therefore, several cycles 

consisting of analysis, action and evaluation steps 

are needed.     

[17–19] 

Case Study 

Research 

With case studies, complex phenomena are 

investigated within their real-life context. The 

approach focuses on cases which represent instances 

of a particular phenomenon. Therefore, each 

regarded case can be seen as a research object, 

which explicates and illustrates the research subject.    

[20–23] 

Ethnography 

The behavioral method aims to generate findings 

through participatory observation within the direct 

environment of the research subject. Therefore, a 

strong and intensive involvement of the researcher 

is required to study the phenomena in its social 

context.     

[24–26] 

Grounded 

Theory 

Grounded theory is a behavioral method with the 

goal to systematically develop theory from the 

interaction between data gathering and analysis. 

Therefore, the approach consists of a process with 

several rounds of coding (open, axial, selective) to 

analyze data in which the theory is grounded.     

[27, 28] 

Qualitative 

Content 

Analysis 

Qualitative content analysis is based on an iterative 

process, which is designed for coding data in 

relation to a category system. The codes, also called 

categories, of this system are developed in an 

inductive (from the information sources) and/or 

deductive (theory orientated) manner.   

[29, 30] 

 

Besides the presented methods of qualitative research, different techniques of data 

collection are distinguished to gather empirical material for the purpose of data 

analysis. Qualitative material covers mostly non-numeric information which is 

collected directly in form of interviews, observations and fieldwork or indirectly from 

secondary sources like published and unpublished documents [13]. This results in 

textual information sources like interview transcripts and case descriptions which serve 

as the foundation for further analysis. 
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The non-numeric nature of qualitative data results in different modes of analysis 

compared to quantitative methods. In qualitative research it is essential to understand 

and interpret the given information in regard to the underlying research questions to 

ensure that conclusions are drawn in the right context. Therefore, the textual data is 

processed and text passages are coded with a system of categories to create a foundation 

for analysis and interpretation [31]. Besides approaches which result from the 

methodology perspective (e. g. grounded theory), there exist additional modes of 

analysis that can also be seen as philosophies for interpreting qualitative information. 

Among others the hermeneutic idea is a way of understanding and interpreting textual 

information and aims to create an understanding for the “[…] underlying coherence or 

sense” [32]. Therefore, both understanding the whole text on the one side and 

interpreting the different parts of it on the other side is relevant for analyzing the given 

information [33]. The approach targets the understanding of the research subject in 

general and focusses on the relation between different objects on the basis of textual 

information. 

The semiotic approach aims to investigate the implicit and explicit meaning of texts 

and is divided into three different categories - the content, conversations and discourse 

analysis [13]. With content analysis the researcher structures the textual information 

sources and identifies patterns in regard to the given context [34]. In conversation 

analysis the background of social interaction and behavior is uncovered with the 

researcher immersing in the particular situation [25]. Discourse analysis “[…] concerns 

itself with critically analyzing language […] in the context of social interactions” [35]. 

With this concept not only the provided content of a person, but also their way of talking 

is investigated. 

 

Figure 1 shows a summary of methods, data collection techniques and modes of 

analysis used in IS based on Myers (1997)[13]. As the three different parts are coherent 

Figure 1. Qualitative Research 
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and mutually dependent on one another, qualitative research designs evolve from a 

combination of these aspects.       

2.2 Codes and Coding Techniques for Qualitative Data Analysis 

With the occurrence of grounded theory methodology the technique of coding emerged 

in the late 60s and is now said to be one of the most popular techniques of data analysis 

[36]. Referring to Sarker et al. (2012) about 60% of qualitative studies in the IS 

discipline use coding techniques to analyze empirical data [1]. Coding is a procedure 

to structure text and aims to mark segments of textual raw data that contain a specific 

information in regard to the underlying research question [37]. In the coding process 

the researcher identifies relevant information in the textual raw data (e.g. interview 

transcripts, reports, etc.) and attaches an existing or new code to a text segment [38]. A 

code represents the information given in the data and functions as an empirical 

generalization of relevant information in regard to the research question.  

 

Looking at code-based qualitative data analysis Gläser and Laudel (2013) distinguishes 

between two important variations. First the difference in coding themes or coding 

content and second “[…] the extent to which preexisting theory is used in the coding 

process […]” [36]. 

Typically coding results in indexing themes, i.e. a set of codes that “[…] represents the 

structure of raw data in the text […]” [36]. The intention is to capture the information 

given in a text segment. In contrast coding content focusses on the content that should 

be expressed with a particular statement. In this case a code is used as a representation 

for a typical phenomenon of interest [36]. Besides that, codes can directly be generated 

from the textual raw data without considering existing theoretical aspects. This 

approach ensures that the derived codes are not distorted by prior theoretical 

considerations [39, 40]. In contrast some scholars object to this view by mentioning the 

importance of ex ante considerations [41, 42]. Miles and Huberman (1984) state that it 

is not possible to conduct any qualitative analysis without having a conceptual 

framework that emerges from considerations prior to the data analysis [43]. Therefore, 

coding techniques either can be used on textual data without any prior theoretical 

considerations (e. g. grounded theory [40]) or with a theory orientated conceptual 

framework as a starting point (e. g. deductive qualitative content analysis [30]).  

 

Besides theoretical considerations the researcher has to consider specific guidelines 

while the data gathering an coding process to ensure a solid data basis for further 

analysis (see [31, 36, 44]). Negations or intonations are just two sources for biases that 

occur within the coding processes and can be handled with separate coding iterations. 

  

Although coding can be done manually, software tools (e.g. NVivo, Atlas.Ti, 

HyperResearch, MaxQDA) are used to support the researcher in the coding process. 

Besides the main functionality of attaching codes to text segments the tools provide 

options for quantification and visualization of results. These different types of 

illustrations and representations are valuable sources for data interpretation.   
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2.3 Quality Criteria and Shortcomings in Qualitative Research 

The essential and conventional research quality criteria validity and reliability also 

apply for qualitative research. Notwithstanding the criteria do have other characteristics 

when used in this domain [45]. 

 

Validity describes the quality and information value an approach is able to measure in 

regard to what it claims to measure. To exclude interfering influences quantitative 

methods are highly standardized. One can see this standardization in an understated 

form in qualitative research as well. Especially the approaches for data collection and 

processing are equipped with rules to ensure a standardized process (e.g. corpus 

construction [46], coding in grounded theory [27]). But as Flick (2014)  mentions the 

strength of approaches in the qualitative domain often lies in their flexibility [47]. In 

addition, he indicates that communicational effects are not controllable in a reasonable 

way. Besides standardization, the credibility and accuracy in qualitative research can 

be ensured via communicative validation [45, 48]. This can be performed in form of 

direct member checks that require a validation of the involved people. For example, an 

interview partner validates the transcript to ensure its correctness. Additionally, the 

accuracy of the qualitative approach can be confirmed via peer validation with other 

researchers or experts in the field to ensure that the right methodology is used.  

Reliability stands for the robustness of findings and the overall consistency of an 

approach which is repeated with consistent conditions. In qualitative research identical 

results not always represent reliable findings [49]. E.g. identical responses in interviews 

are not a decent indicator for reliability but point to prepared answers which result in 

falsified findings. For reliable results in qualitative research the context in which the 

data is collected and the analyses are performed must be described in very detail. This 

intersubjective tractability helps to understand each part of the study and should lead to 

other researches drawing consistent conclusions [50, 51]. 

 

Besides reliability and validity additional quality criteria are important that are 

addressed with the proposed approach. Lincoln and Guba introduce credibility as a 

construct that ensures the internal validity of qualitative research [45]. They emphasize 

the trustworthiness of findings and recommend approaches like triangulation and 

negative case analysis. In addition, the intersubjective traceability should be given to 

ensure that the results and interpretations are objective and confirmable [42]. Although 

there exist guidelines on how to meet this quality requirement, critics blame the domain 

for its strong subjectivity when it comes to interpretation of analyzed data [52]. Since 

the researcher is the one who is collecting, processing, analyzing and interpreting the 

data some degree of bias is introduced because of his subjectivity [53]. To control this 

bias, the research progress should be enhanced with techniques that enable a 

standardized evaluation and interpretation of qualitative data.      
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3 An Approach to Generate a Deeper Insight into the 

Relevance of Coded Qualitative Data 

Regarding the lack of techniques for objective interpretation and the need to meet the 

quality criteria credibility and transparency an approach is provided to gather hidden 

information from coded qualitative data. The presented technique embraces the 

numerical structure of coded data which results from the assignment of text passages 

to codes. With the technique the relevance of codes (i.e. an empirical generalization of 

relevant information in regard to the research question) can be identified. Based on an 

information retrieval method an index is calculated to compare codes concerning their 

relevance with regard to the underlying research objective. 

3.1 Relevance of Codes Based on Frequency and Appearance 

In order to generate conclusions from the coded data it is helpful to compare the 

identified codes regarding their importance (e.g. [4]). Therefore, a value is necessary to 

rank each code in respect to its relevance. To calculate this index a standardized 

procedure is needed that identifies the importance based on the given coding of raw 

data. In information science the concept of information retrieval describes the process 

of identifying relevant information resources in collections based on given information 

needs [54, 55]. As a measure of relevance the two components term frequency and 

inverse document frequency are used [56, 57].  The first measure covers the frequency 

of a term by counting its occurrence within the information source. The second measure 

extends the term frequency by considering not a single information source but all 

existing sources. Therefore, the inverse document frequency counts the existence of the 

term in question over all considered information sources. As Robertson (2004) points 

out, multiplying the two constructs generates “[…] extraordinarily robust and difficult 

to beat […]” results [56]. Considering this, I adapted the measurement and developed 

an approach to evaluate the relevance of a code. 

3.1.1 Concept 

I modified the measurement to make it suitable in the context of qualitative data. This 

is possible because in the coding process each source of information (e.g. interview 

transcript) is screened multiple times to identify relevant information (see subsection 

2.2). Hence a code can be seen as a term of question in the information retrieval domain. 

Transferring the mechanism, one can assume, that on the one hand a code is relevant 

the more often it is mentioned within a single information source. On the other hand, a 

code is important the more information sources contain the respective code. The 

following table lists the used mathematical notations and describes their meaning to 

measure the relevance of codes. 
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Table 2. Mathematical Notations and Descriptions 

Notation Description 

𝑛 Number of information sources 

𝑚 Number of codes 

i Index of information sources, i ∈ {1, . . . , 𝑛} 

c Index of codes, c ∈ {1, . . . , 𝑚} 

𝑓𝑐 Code-frequency of code c within all information sources,  𝑓𝑐 ∈  ℕ0 

𝑓𝑐𝑖  Code-frequency of code c within information source i,  𝑓𝑐𝑖 ∈  ℕ0 

𝑎𝑐𝑖  Binary variable representing the appearance of code c in source i 

𝐶𝐴𝑅𝐹𝐼𝑐 Index indicating the relevance of code c, 𝐶𝐴𝑅𝐹𝐼𝑐 ∈  ℚ+ 

𝐴𝐼𝑐 Additional information for the relevance of a code c, 𝐴𝐼𝑐 ∈  ℚ+ 

𝑤 Wight for additive linkage of 𝐴𝐼𝑐 , 𝑤 ∈ [0,1]  

𝐸𝐶𝐴𝑅𝐹𝐼𝑐 
Extended index indicating the relevance of a code c based on 𝐶𝐴𝑅𝐹𝐼𝑐 

and 𝐴𝐼𝑐, 𝐸𝐶𝐴𝑅𝐹𝐼𝑐 ∈ [0,1] 

 

Regarding the code-frequency (𝑓𝑐𝑖) each information source should have the same 

weighting (relative code-frequency). Therefore, the number of coded text segments for 

a particular code c in an information source i has to be standardized by the total number 

of codes mentioned in the information source i. With regard to Namey et al. (2008)  the 

source-frequency is taken into account as a second measure [58]. It represents the 

number of information sources which mention the particular code c and is calculated 

with the binary variable 𝑎𝑐𝑖
 : 

𝑎𝑐𝑖 = 

 

1, 𝑖𝑓 𝑐𝑜𝑑𝑒 𝑐 𝑖𝑠 𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑒𝑑 𝑖𝑛 𝑠𝑜𝑢𝑟𝑐𝑒 𝑖 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

The following formula represents the relevance of a code c containing the two factors 

relative code-frequency and source-frequency, where 𝑐′
 represents the total number of 

codes mentioned in information source i:  

 

𝐶𝐴𝑅𝐹𝐼𝑐 =  ∑
𝑓𝑐𝑖

∑ 𝑓𝑐′𝑖
𝑚
𝑐′=1

𝑛
𝑖=1  ∑ 𝑎𝑐𝑖

𝑛
𝑖=1     ( 1 ) 

Regarding  𝐶𝐴𝑅𝐹𝐼𝑐
  it is assumed that codes with a high relative code-frequency 

combined with a high source-frequency matter more and hence have a higher relevance. 

This is expected because the more often a code appears in an information source relative 

to the other codes the more important the aspect is within this source. Because of this 

the relative code-frequency represents an indicator for the relevance of an aspect within 

an information source. But being coded more often than other codes within a source of 

information, does not implicate a high relevance. E. g. one must assume that a code 

which is only existing in one single source has less relevance than a code which is 

mentioned in all sources. Therefore, the source-frequency is additionally taken into 

consideration. It counts in how many different sources the code appears. Hence this 
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measure gives an insight into the topic related importance of a code regarding the 

context of information sources. With the multiplicative connection of the two measures 

codes are considered as relevant if both the source-frequency and the relative code-

frequency result in high scores. 

3.1.2 Extended Concept to Include Additional Information  

In addition to the absolute and relative frequency other dimensions like intonations can 

be an indicator for relevance and hence should be considered in the approach. This 

additional information about the relevance of a code c 𝐴𝐼𝑐 can be included with an 

additive connection of constructs (see equation 2). The additive link is realized with a 

specific weight w to integrate the additional information in the relevance ranking. 

 

𝐸𝐶𝐴𝑅𝐹𝐼𝑐 = (1 − 𝑤) (
𝐶𝐴𝑅𝐹𝐼𝑐

∑ 𝐶𝐴𝑅𝐹𝐼𝑐′
𝑚
𝑐′=1

) + 𝑤 (
𝐴𝐼𝑐

∑ 𝐴𝐼𝑐′
𝑚
𝑐′=1

)                       ( 2 ) 

To ensure that the two measures in equation 2 can be combined, both terms of the sum 

need to be standardized (see denominators of the two terms). Additionally, the sum of 

weights must equal 1 which leads to the standardized relevance of a code (first term) 

being weighted with 1 − 𝑤 where 𝑤 stands for the weight with which the additional 

information is considered. 𝐸𝐶𝐴𝑅𝐹𝐼𝑐  itself results in a number between 0 and 1 due to 

the standardization of the related terms. 

  

The same linkage can also be done when information about validation or rankings of 

codes is available from other information sources (e.g. expert interviews to validate or 

rank codes). If more than one additional information should be included this can be 

done with an adaption of weights, where each additional information is linked additive 

with its own weight where the sum of weights for each term equals one. 

 

If no additional information 𝐴𝐼𝑐  is available, 𝐶𝐴𝑅𝐹𝐼𝑐  as well as 𝐸𝐶𝐴𝑅𝐹𝐼𝑐 can be used 

to indicate the relevance of codes. While 𝐶𝐴𝑅𝐹𝐼𝑐 results in an absolute number 

𝐸𝐶𝐴𝑅𝐹𝐼𝑐 calculates to a relative number, because no additional information 𝐴𝐼𝑐  is 

available (𝐴𝐼𝑐 = 0, 𝑤 = 0). If no term of the sum is emphasized the weights for each 

term of the sum equal 1 divided by the total number of terms. For example, if the two 

terms in equation 2 should be considered equally, then 𝑤 = 1 2⁄ .   

3.1.3 Example with Textual Data from Interviews  

The technique has been tested with real data from interviews with entrepreneurship 

experts to identify success indicators for IT-startups [59]. Eleven interview transcripts 

were coded on the bases of the methodology proposed from Steigleder (2008). The 

theory orientated content coding technique results in 22 codes with each of them 

representing a separate success indicator. The data set in table 3 represents the results 

of the coding process of textual data from eleven interviews which results in 22 codes. 

Each code stands for a success indicator for IT-startups.   
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Table 3. Data Set of Coded Qualitative Data from Interviews 

  
 

The values given in the matrix represent the code-frequency of a particular code in an 

information source (𝑓𝑐𝑖). E. g. code 1 is coded two times in interview 1 which results in 

𝑓11 equals two. The sum of one column results in 𝑓𝑐 , e. g. code 1 is coded 21 times in 

total.  

 

After the interview the experts have been directly asked about their top five factors for 

startup success. This data has been taken into account as additional information 𝐴𝐼𝑐 

regarding the relevance for a code. In the example 𝐴𝐼𝑐  represents how often a success 

indicator, i.e. a code c, has been given as answer to this question. E. g. code 20 has six 

times been mentioned as top five indicator, see table 4.  

 

By calculating the values of  𝐸𝐶𝐴𝑅𝐹𝐼𝑐
  the two aspect (𝐶𝐴𝑅𝐹𝐼𝑐  and 𝐴𝐼𝑐) both should 

be considered equally, i.e. both indicate success in the same manner. This results in 

𝑤 = 0,5. After applying the technique, the codes can be arranged in an ordered 

sequence which represents the relevance ranking for the analyzed codes and serves as 

a foundation for interpretation. The results are represented in table 4 and support the 

researcher in identifying the relevance and importance of success indicators regarding 

the underlying research question. Although handling of market conditions (rank 11, 

𝐸𝐶𝐴𝑅𝐹𝐼17
  = 0,042) is the most commonly coded indicator (𝑓17 = 23) it is ranked in the 

middle of the list. This results from a low relative code-frequency and a low value 

regarding the additional information (𝐴𝐼17 = 1). Besides that, perseverance (rank 8, 

𝐸𝐶𝐴𝑅𝐹𝐼2
  = 0,054) with the lowest code-frequency (𝑓2 = 7) is ranked three spots above 

handling of market conditions because the additional information about the relevance 

(𝐴𝐼2 = 5) is considered and indicates an important aspect for startup-success. This 

shows that experts do not accentuate the importance of being able to handle complex 

market conditions as much as they emphasize perseverance in the interviews.  
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Table 4. Ranking of Codes Based on ECARFI 

Besides that, one can see that codes with the same source-frequency can be brought to 

an order. E. g. the sales competence and marketing power (𝐸𝐶𝐴𝑅𝐹𝐼1
  = 0,082) as well 

as the entrepreneurship and professional experience (𝐸𝐶𝐴𝑅𝐹𝐼4
  = 0,036) were both 

mentioned from 9 different experts but are ranked on second and 13th place with a 

difference of 0.036. This results from the fact that experts emphasize the sales skills of 

the startup team within their interviews and mention it as top 4 success factor. Besides 

identifying the indicators of IT-startup success, the ranking makes it possible to give 

recommendations about the relative importance of each aspect which cannot be 

revealed from a list of simple code frequencies.  

4 Limitations and Future Research 

Although the approach generates stable results it is subject to some limitations. First, 

the quality of the results generated can only be as good as the quality of the underlying 

coding process. Therefore, using the techniques does neither understate the need for a 

solid data collection nor does it replace a robust coding of the qualitative data. It has to 

be seen as an additional measure which helps to detect hidden information in coded 

datasets. Second, although the approach generates neutral and objective results, the 

researcher still interprets them from a subjective perspective that can result in biases. 
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Third, it is important to understand that the results only provide an indication for 

relevance but cannot generate findings that are valid in general. This is due to the 

structure of qualitative research which aims to understand complex phenomena 

regarding a specific topic of interest. Fourth, frequency is just one approach to address 

relevance in an objective manner but does not fit for every qualitative investigation. To 

grant stable findings it is important to combine the proposed technique with other 

approaches to judge relevance (e.g. context a code comes from or is related to, verbal 

traces and actual speech such as laughter). In addition to that supplementary 

mechanisms can be applied to make the input more robust (e. g. case contrasting 

proposed by Flick (2014) diminishes the impact of similar sources). Fifth, the approach 

views each source as equal and includes each code mentioned in a source based on the 

total amount of codes within this source. Therefore, codes mentioned in sources with a 

lot of codes are less emphasized then codes mentioned in sources with few codes. This 

behavior must be considered when using the technique. 

 

Future research should investigate the fit of the presented approaches for qualitative 

research in more detail. To check the robustness of the ranking, one could use a linear 

ordering technique which examines the ranking based on additional data sources 

indicating the ranking. Furthermore, intentionally a small data set was applied to 

introduce the approach in a simple and understanding manner. Although the approach 

has been used with large data samples in its original discipline, the next step is the 

investigation of the behavior with different dimensions of data size in qualitative terms. 

5 Conclusion 

This paper introduces a new qualitative research approach which expands the existing 

repertoire of qualitative data analysis methods. Therefore, I draw on an existing 

approach from the information science discipline to bring new insights to current 

qualitative methods in IS. The technique is adopted and enhanced to be used on data 

which results from any kind of qualitative coding process. Hence, the approach can be 

performed independently of the underlying methodology and does not intend to replace 

existing procedures but aims to extend them.  

By developing the practice, I focused on answering questions about the relevance of 

codes. The proposed technique results in an index representing the relevance or 

importance of a code relative to other codes. The generated results can serve as an 

additional basis for analysis and interpretation of qualitative data sources. Until now 

analysis was only based on the system of codes and their assigned textual passages. 

With the additional findings from my approach a deeper insight can be generated that 

supports the researcher in detecting hidden information in the coded data. Regarding 

the intersubjective tractability and credibility the standardized measure enables 

replicable and transparent findings generated from qualitative data. The formalization 

of the approach makes it obvious how the results revealed. With this, one can counteract 

the quality issues tractability and credibility on the one hand and fulfill the principle of 

transparency on the other.  
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The technique addresses and complements many existing and future qualitative and 

mixed method studies based on coding techniques in the IS domain. Especially when it 

comes to large empirical data samples in terms of big data the full potential of the 

approach can be exploited. As the complexity increases with a growing number of 

sources the mechanism can support analyzing and interpreting “big qualitative data”. 
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