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Abstract. Training service provider is a crucial factor for high-quality service 
delivery. Due to the rise of new devices, reviving Virtual Reality (VR) offer great 
opportunities to overcome current training challenges. As various new interaction 
and visualization systems push into market, guidance on how to design VR-based 
training systems is necessary. The presented use case is based on technicians in 
technical customer services (TCS) who tackle increasing complexity of 
machines. We fill the research gap of design knowledge by (1) analyzing the 
domain in a multi-method approach to elicit meta-requirements, (2) proposing 
design principles, and (3) instantiating them in a prototype. The interaction of the 
user with the training system was identified as key aspect to foster learning. We 
follow a design science research approach (DSR) combing the build-phase with 
agile evaluation cycles obtaining focus groups and demonstration with a 
prototype. 
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1 Introduction 

Due to the high range of tasks [1] combined with the increasing complexity of machines 
[2], service technicians processes of technical customer services (TCS) are complex 
entities. Thus, training technicians is a crucial factor for high-quality service delivery. 
It is common to train the relevant skills directly on the job which is time consuming 
and expensive as the service is completed slower or error costs for mistakes arise. 
Another option is the use of training facilities but they involve travel expenses, running 
costs for the facility and time for traveling.  

Existing literature proposes the use of Virtual Reality (VR) as it provides a 
virtualized simulation that suits training purposes well. In addition, the immersion or 
presence effect of VR enhances the transfer of learned processes to the real world [3]. 
As VR technology is known for several years some prototypes are presented in 
literature (e.g. [4]) but the broad usage was, due to their costs, rather limited. With new 
technology and, especially, new interaction systems the usage in a larger context gets 
possible, which is why we revive the discussion and propose to use VR while building 
new training systems. Based on the example of TCS, this allows us to train the service 
provider (technicians) and generate a better understanding of machines with lower costs 
than training on the job or training facilities would provide. 

The paper makes use of the design science research paradigm and follows its four 
step approach: (1) for analysis we used a multi-method approach to elicit requirements. 
(2) Based on them we derived design principles and instantiated the system. (3) We 
evaluated the artefact multiple times through focus groups during the development and 
a demonstration (formative), and (4) diffused our insights, which is done with this 
contribution. The core of this work is the blueprint of a VR-based training system that 
is based on the elicited requirements and design principles. So, further similar systems 
can be built analogously to our instantiation. Gregor and Hevner [5] argue that the 
instantiation itself contributes to the knowledge base. 

The paper is structured as follows: First, we introduce the related work of VR in the 
next section. In section 3, we introduce our research approach. Next, we present the 
artefact design comprising the meta-requirements, design principles and the 
instantiation. We conclude by discussing novelty, practical relevance, theoretical 
contributions, and limitation as well as giving an outlook for future work. 

2 Related Work 

Virtual reality and so called head mounted displays (HMD) have a long history [6–8]. 
Up to the last 2-3 years most research made technical possibilities of HMD subject to 
discussion; only few business-related questions and use cases were discussed [9]. This 
was due to the fact of high cost of the first HMD systems.  

On the basis of new technological developments (e.g. such as the announcement of 
Oculus Rift) new opportunities arise. New devices are being developed to enhance 
usability for the user [10]. The three principles of VR immersion, interaction, and user 
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involvement with the environment, offers a very high potential in education by making 
learning more motivating and engaging [10]. 

Most of the research relates to medical training systems (e.g [10–13]), but also 
maintenance and service have been discussed (e.g. [14–19]). An example is the work 
of Rahimian at al. [21] who reports the use of VR for the professional training of 
architecture, engineering or construction specialists. The authors focus on visualization 
technologies to foster innovation in engineering [20]. However, the investigation of 
user interactions with the devices have rarely been discussed as it was not possible with 
the technologies so far. A close to reality training scenario could be realized only by 
combining the VR visualization with interaction and tracking of hands to model work 
steps. This is where our work starts. 

Freina and Ott (2015) investigated in their state of the art of VR education several 
aspects for the main motivation of VR usage: it is mainly used for scenarios that “cannot 
be accessed physically”. This limit may be due to time problems, physical 
inaccessibility, limits because of a dangerous situation or ethic problems [10]. In line 
with the authors, we started our research because of the need of maintain objects on 
machines that are physical inaccessible or just accessible for one technician and not the 
trainer. An example is the training scenario in the tank of an agricultural machine which 
is described in the instantiation section. 

Guidance for the design of VR systems is suggested by several authors. For instance, 
Wann [21] took up design principles from a psychological perspective. Further, 
Chaturvedi et al. [22] propose core properties for building virtual worlds. Kohler et al. 
[23] suggest key principles such as usability, sociability, pragmatic and collaborative 
to build virtual worlds. Finally, Sutcliffe and Gault [24] investigated criteria for 
successful virtual reality applications that are suitable to be basis for design principles. 
All of them discussed the design in context to older virtual reality devices. Thus, we 
founded our design principles on them but expanded them to new aspects of new 
hardware and enhanced interaction components. 

3 Research Approach 

We follow a design science research (DSR) approach [25–27] as it is generally accepted 
for service systems engineering (SSE) [28]. Based upon their study about the state of 
the art in SSE, Böhmann et al. [28] argue, that the complex socio-technical context of 
service systems restricts the opportunities for meaningful laboratory-style research. 
Hence, they propose that research needs to be embedded within a service system in a 
real-world scenario and call for the design of novel service systems. In line with the 
authors, our approach continuously involves experts from TCS as well as observations 
of real-world process scenarios. We investigated the four phases analysis, design, 
evaluation and diffusion. By contributing our work we spread our insights (diffusion); 
the other three phases (analysis, design, evaluation) are shown in Figure 1.  

Once the relevant business problem was defined, according to Hevner [29], attributes 
of the pursued future system have to be investigated and defined. These attributes are 
usually referred to as meta-requirements [30] because they reflect generic requirements 
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that should be met by the future system (cf. section 4.1). The meta-requirements were 
elicited from the analysis of the real-world scenario (workshops, process analysis, 
expert interviews, benefit analysis).  

 

Figure 1. Research Approach 

Although VR has a long scientific history, practitioners only have few experiences 
and just a brief idea about its usage in their specific scenario. This is why we chose to 
conduct a multi-method approach (workshops, expert interviews, process analysis, 
benefit analysis), on the one hand, to explorative analyze the domain and combine the 
different points of view and, on the other hand, calibrate and validate our work [31]. 
Next, an information system needs to be designed that meets the identified meta-
requirements. Therefore, we proposed design principles (DPs) that describe how the 
new system should be built in order to fulfill the identified meta-requirements (cf. 
section 4.2). Finally, the IT artefact was instantiated (cf. section 4.3). 

Since the evaluation of design artefacts and design theories is a central and critical 
part of DSR [27, 32], we combined the build-phase with several evaluation phases. 
How to go about choosing and designing an appropriate evaluation approach is a very 
significant but under-addressed issue in extant DSR literature [33]. Hence, Venable et 
al. [33] propose a framework for developing an appropriate evaluation strategy. 
Following their argumentation, our evaluation strategy is human-risk & effectiveness-
oriented, due to the novelty of VR in practice. As a result, we have to evaluate our 
artefact early in a naturalistic setting, conducting formative and summative evaluations 
[33]. For implementing the evaluation strategy, we made use of agile software 
development [34] to rapidly develop and evaluate the software continuously (formative 
evaluation with focus group). So, we were able to validate the applicability to real world 
problems. The final summative evaluation is not part of this paper (thus, indicated in 
grey in Figure 1).  

3.1 Requirement Collection and Analysis 

User Workshops. The collection of requirements started with user workshops (first 
workshops). The goal was twofold. First, we wanted to get everyone’s ideas on how a 
VR-based training system might look like (brainstorming session). Second, we wanted 
to collect an initial set of requirements we could start with (collection session). In order 
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to get a broader understanding and minimize bias, we prepared the same workshop 
twice in two companies of different size and field. Both are part of the machinery and 
plant engineering sector with a major focus on TCS. The reason of splitting the 
workshops to different companies with different sizes was to get a company-, sector- 
and size-independent view. Overall, we had 13 participants from the group of 
technicians (user), service instructors and the management board. 

For the collection of the requirements, which is the relevant part for this paper, we 
concluded the brainstorming session with an introduction about VR technology, its 
features, limitations and expectations. Afterwards, we answered everyone’s questions 
before we asked them to write down requirements they have on a VR-based training 
system on paper cards. Those were put on a poster and consolidated (in case that 
requirements are mentioned multiple times). When everyone finished the collecting, 
we discussed the idea connected to every requirement. After everyone was clear, we 
asked them to rate every requirement (benefit analysis) on a three-tier scale ranging 
from 1 (very important) over 2 (important) to 3 (not that important). To minimize social 
influence and further specify the requirements, we asked every participant in the 
following interviews, as they were done with the same participants, individually what 
the most important requirements are. 
Interviews with Practitioners. We used a semi-structured interview with eight 
questions separated into a general part and a requirement-specific part. In the general 
part, we asked questions about demographical information, their experience with VR 
before we started the workshop, and the general assessment of the technology. The 
questions were chosen to get an idea about the current situation and the attitude of the 
interviewee towards VR. Within the requirement-specific part, we asked the 
interviewee to name the two most important requirements from the workshop and about 
potential showstoppers that prevent people from using a VR-based training system. To 
sum up, the interviewee was asked to describe how training is conducted in their 
company, what challenges they face with the current approach and, finally, whether 
they think that VR might be beneficial. Regarding the documentation and the analysis 
procedure of the interview transcripts, the recording technique consisted of a digital 
record and afterwards a full text transcription and a content analysis [35]. 
Process Analysis. Besides the use of workshops (including interviews and benefit 
analysis) the current situation in training was of major importance. Therefore, we 
attended in multiple trainings in both companies and analyzed how technicians are 
taught and what role TCS processes play. Making use of shadowing [31] we 
participated with two IS researchers, tried to minimize our influence and documented 
the training itself. Afterwards, the transcripts were analyzed regarding the setting and 
the TCS processes to derive requirements or validate the known requirements.  
Meta-Requirements. In order to generate a manageable list out of all mentioned 
requirements, to start implementing with, we first clustered them using open coding 
[35]. This was done to ensure that different aspect implied in the requirements are 
included. Among every clustered group, we chose the requirements that were rated 
highest in the benefit analysis. For the software implementation three groups were 
excluded as they target organizational aspects that are not relevant for the software or 
aspects that are not in focus of a training system. The process of generating 
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meta-requirements was done by a researcher team of three information system 
researchers. Afterwards, the meta-requirements were discussed with the focus group 
(as described in 3.3 and appendix A). The remaining list form the (evaluated) meta-
requirements that are discussed in the following. 

3.2 Implementation 

Starting with the elicited meta-requirements, the aforementioned team of information 
systems researchers derived design principles that support the design of the system. 
Those were based on a literature study, including papers that explicitly state design 
principles for Virtual Reality. Based on them the system is likely to fulfill the initial 
requirements. The derivation itself was executed in iterations to refine and revise the 
principles over and over again. When the team was convinced the meta-requirements 
were discussed with the focus group (as described in 3.3 and appendix A) and, thereby, 
evaluated to cover the most important aspects. Afterwards, the system was 
implemented in cooperation between the information system researchers and visual 
technology experts. All features were implemented in an agile approach with 
integration of the focus group multiple times (evaluating multiple versions of the 
system). The result of the implementation is described in section 4.3 and gives insights 
into the VR-based training system. 

3.3 Evaluation 

Following a human risk & effectiveness evaluation strategy, we conducted several 
formative evaluation cycles and a final summative evaluation [33]. For the evaluation 
of the meta-requirements (second workshop) and the design principles (third 
workshop), in each case we used discussions in form of focus groups [36, 37]. The 
focus group meetings were conducted in 2015 (For details about the participants see 
Appendix A). Different types of participants and at least two of every type were invited; 
on the one hand, to get different point of views, on the other hand, to have people with 
homogenous background to get a free-flowing conversation [36]: 

1. Representing the TCS and, hence, user and customer perspective from practice, three 
attendees from a medium-sized service provider for air-conditioning technology and 
three participants from a large agricultural technology manufacturer with own TCS 
attended.  

2. For gaining insights from a technological perspective, two IT practitioners and two 
visual technology researcher with expertise in implementing VR participated.  

3. To bridge the technological and service view, three IS researcher specialized in 
service science were invited and took up the role as leader of the open discussion.  

4. For the design of the content and targeted communication of information, two 
researchers with specialty in education and media psychology were invited.  

So, with the focus group meetings, we were able to evaluate the functional design 
and usefulness of the VR-based training system in the business context of TCS. 
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4 Artefact Design 

Within this section, we present the design process of our IS artefact. To specify the real 
world problem, we start with the meta-requirements that were generated. Based on them 
design principles are presented that deal as foundation of the implementation of our 
VR-based training system. Additionally, we give details about how our system was 
designed and how the design principles influenced it. 

4.1 Meta-Requirements 

Through the multi method-approach, we generated an overall of 69 requirements 
structured into seven cluster. The clustered groups were named generating, content, 
interaction, usage, organization, output and general. The groups output, organization 
and usage were excluded as they do not have a training focus but rather an 
organizational focus. The group output contains requirements concerning additional 
output variants of the system that might be needed in organizations but not for training. 
The second group organization targets organizational aspects that are not relevant for 
implementation. Finally, the third group usage aims at scenarios where the system 
might be usable besides training. With the remaining four groups 14 meta-requirements 
are selected that were ranked highest. They are described in the following: 

 MR1: Include CAD-data. Usually for every machine the manufacturing company 
owns construction data (named Computer-Aided Design). This three-dimensional 
model of the machine is designed by engineers for construction purpose, before the 
machine itself is built. As those CAD-models (mostly) are an accurate representation 
of the machine, they should be the source VR builds the representation on.  

 MR2: Recording of guided trainings. The VR-based training system should be 
based on a guided training that leads the trainee through the process. The trainer 
should be able to record or prepare trainings on his own.  

 MR3: Highlighting of parts. As complex machines consist of several parts, the 
selection and highlighting of parts is beneficial to understand what parts exist and 
how they are installed.  

 MR4: Assembly of parts. The system needs to simulate the assembly of parts of the 
machine to enable the trainee to understand which parts belong to the machine and 
to see parts lying underneath others. 

 MR5: Disassembly of parts. Analogously, the disassembly of parts must be 
included as well to enable maintenance or repair processes. 

 MR6: Movement of parts. While (dis-)assembling, the trainee should be able to 
move, rotate and inspect the parts to see and understand the details.  

 MR7: Validated interaction. To ensure that trainees are learning the correct order 
on how to (dis-)assemble parts of the machine, the system needs to validate whether 
the interaction with the parts is possible.  

 MR8: Meta information on parts. When inspecting or moving the parts, the system 
should include meta information about the part such as the name or part number. 

610



 MR9: Variants of machines. As machines often exist in different variants (e.g. for 
different markets), the system should include information about different parts and 
in which variants they are used. 

 MR10: Machine parameters. The training system should include settings and 
machine parameters of parts or the machine itself, as they might be crucial for the 
maintenance and repair.  

 MR11: Tool information. For certain parts tools are needed (e.g. for fixing or 
configuring). The training system should include information about tools needed.  

 MR12: Intuitiveness. For the training the usability plays a major role. The trainee 
needs fast and easy access to the system without a long training phase for the 
interaction with the training system itself.  

 MR13: Motivating. On top of fast and easy interaction, the system needs to be 
pleasurable to use and motivating. This improves learning performance and trainee’s 
intention to use.  

 MR14: Realistic. Finally, the system needs to be as realistic as possible to encourage 
transfer of knowledge acquired in the system to a real world scenario.  

Summary. Overall, we elicited 14 meta-requirements based on workshops, expert 
interviews and benefit analysis. In particular, the interaction with the service object (to 
simulate a real service scenario) is of major importance (MR3 – MR7). This is why, we 
explicitly focused on interaction design within our design principles in the next section.  

4.2 Design Principles 

Starting with the meta-requirements, we derived design principles that support the 
design of the training system. They are described in the following: 

 DP1: Use existing construction data. As described, construction data for machine 
exist in the companies. Thus, the first design principle is to build the system on top 
of the construction data and integrate various data formats to allow applicability in 
different companies (as they might use different software for CAD). In addition to 
the fulfilment of MR1, another minor requirement for easy maintenance of the 
system benefits when the system is built on top of existing systems and software 
(compatible to user’s domain as proposed by [24] and sustain user-created content 
(ES3 by [22])).  

 DP2: Integrate process data. With the need for guided training, the reuse of already 
existing training processes is suggested and contributes to the principle sustain user-
created content (ES3 by [22]). So, the system should be built on top of process 
models as main representation as they are well understood and explored in literature 
and practice. This would fulfill MR2 and MR7 (as the interaction can be validated 
by the process). 

 DP3: Integrate additional parts information. As there are some requirements 
concerning information on parts, the system needs to include textual or medial 
information. So, when the trainee is facing or moving the particular part of the 
machine it is possible the learn more about it. Thus, the trainee can learn what exactly 

611



the particular part is about. The information ranges from meta information through 
variants of the machine the part is used in, and parameters of the part to tools that 
might be needed for the particular part. This fulfills MR8-MR11. The design 
principle was not present in literature about VR design principles [21–24]. However, 
it was explicitly asked by the technicians in the workshops and by the education and 
media psychology researchers in the focus group evaluation. 

 DP4: Carefully design parts interaction. As different interaction with parts of the 
machine is needed, this becomes a main aspect of the system. For the training system 
the interaction is the key feature that enables trainees to understand and learn. Thus, 
special attention about the way of interacting with the system is crucial (in line with 
principle 1 by [21] and the usability principle by [23]). The design principle 
contributes to MR3-MR6.  

 DP5: Reduce interaction possibilities. Finally, recent interaction systems in VR 
offer a wide range of pattern (such as controller-based, hand-based, voice-based 
etc.). However, from the requirements and gained experience the last design 
principle is, to limit the actually used interaction with the system to one primary 
approach. This ensures that users are not overwhelmed by different concepts, 
patterns and interaction approaches. Consequently, this simplifies the familiarization 
of users with the system. From our point of view, we encourage the usage of hand-
recognition-based interaction as it appears to be the most natural way to interact with 
the system (in line with [24] and [23]). Thus, it fulfills MR12-MR14 as it improves 
the system’s usability, motivation to use and, when hand-recognition is used, the 
realism of the system.  

Summary. Overall, we derived five key design principles. Each of them contributes to 
at least one meta-requirement. Table 1 summarizes all five design principles and their 
relation to the meta-requirements and literature. 

Table 1. Design Principles 

DP Description MR Literature 
1 Use existing construction data 1 [24][22] 
2 Integrate process data 2,7 [22] 
3 Integrate additional parts information 8-11  
4 Carefully design parts interaction 3-6 [21][23] 
5 Reduce interaction possibilities 12-14 [24][23]  

4.3 Instantiation 

The system components (see Figure 2, numbered from 1-3) of the VR-based training 
system are primarily based on Oculus Rift DK2 (see 1) as a display and tracking device. 
The tracking captures orientation and position of the head relative to the Oculus 
Camera. Thus, the interaction in VR are precise and the visualization immersive. For 
further user interaction, a Leap Motion controller (see 3) is mounted in front of the 
Oculus head mounted display (HMD). The Leap Motion is a high frame per second 
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hand tracking camera device and gives the opportunity to display hand and motion fluid 
into the visual experience of the user. To enhance the hand interaction area, a new 30-
degree angle mount (see 2) was built to shift the hand area down and support a more 
natural hand input environment (fulfilling DP4). For the rendering and visual input, a 
high end gaming computer is needed to realize the necessary power for the experience. 

For the visualization pipeline, an own linear learning authoring tool was developed 
that combined the CAD data (fulfilling DP1) with processes (fulfilling DP2) and results 
in an immersive VR learning experience. The authoring tool allows using CAD data 
without ever preprocessing it for the VR environment. On the one hand, the data is not 
visually optimized to display in VR, but on the other hand, a fast and cost efficient way 
to create new learning scenarios without touching the CAD data is a big advantage in 
the creation of lessons. 

 

 

Figure 2. Hardware component setup Figure 3. User hand avatar 

 

Figure 4. Placing components Figure 5. User manual and menu 

In the VR-based training system, the whole interface and interaction techniques are 
mapped to hand gestures and hand movement (see Figure 3). Complex finger tasks are 
simplified to give the user a better control and robust recognition. The learning tasks 
are more oriented towards the knowledge transfer than learning certain hand 
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movements (see Figure 4) (fulfilling DP4 and DP5). Additionally, we built a user 
manual and menu interface (see Figure 5) that comes up as soon as the system detects 
the inside of the users hand. So, the interaction is twofold: with the out-/upper side of 
the hand the user can interact with the simulation and on the in-/inner side he or she 
gets an interface with additional information (fulfilling DP3).  

The system is designed for standing users with approximately 2x2m interaction 
space. Due to the need of a high end gaming computer and the amount of components 
it is best used in an (mostly) immobile setup.  

5 Conclusion, Discussion and Outlook 

Conclusion. The effective use of Virtual Reality (VR) offers great opportunities to 
overcome current challenges in the domain of TCS. Due to the complexity of service 
systems engineering [28], guidance on how to design service support systems is 
necessary. To overcome this complexity and fill the research gap of design knowledge 
on VR-based training systems, we followed a DSR approach within this paper through, 
first, exploring the domain and eliciting meta-requirements (step 1), and second, 
deriving design principles continuously working in an interdisciplinary team of 
practitioners and researchers (step 2). The key feature was the design of the interaction 
with the service object, as it was the major requirement (to simulate a real service 
scenario). 
Discussion. Before we started the project on VR, our main expectation was that for 
users the most important requirements would concern the acceptance of the VR device 
itself. We thought of motion sickness, refusal of wearing the device on the head or 
problems with spectacle wearers. Surprisingly, the most important requirements we 
found was about the interaction with the system. So, for our users the VR itself seems 
to be acceptable straight away as major companies (e.g. Facebook, Sony, HTC) are 
pushing into market. So, users get more and more in contact with the technology and 
used to the idea of virtual worlds. We experienced broad interest through all companies 
and individuals we talked to. Most of them mentioned deployment scenarios in their 
own processes that might be useful (e.g. constructors (teaching order of assembly), 
engineers (visualizing unbuilt machines), farmers (introduction and commissioning to 
tractors)). We further found scenarios that are not trainable without VR, due to danger-
related (e.g. the repair of running wheel gears; to build an understanding about what 
happens when certain gears are damaged) or size-related reasons (e.g. the repair of parts 
inside of a tank of a spraying machine that is just the size of one person). 

Not only because of the broad interest, one main aspect we found was that integration 
of potential users in development is very crucial. New technologies are connected to a 
learning process on both sides, developer and user, which is why they have to talk about 
possibilities and see what works for them and what does not. This is how we came up 
with integrating a gesture interaction component to offer the hand-based interaction as 
it was the most natural option for users. 
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Finally, the VR-based training is suitable at least to teach scenarios that are not 
trainable otherwise. Whether it might help in other scenarios as well and improve the 
training is a research question that arose during the project for further investigation. 
Novelty and Practical Relevance. We address a real-world problem consisting of need 
for TCS support through training systems that teach complex machines. At the same 
time, since recent VR is still an emerging technology, little knowledge about the design 
of training systems exist. Both from the point of practice and from theory, a transfer of 
the proposed design knowledge to other user groups or even customers offer new 
subjects of research. Thus, we formulated the design principles to be as generic and 
applicable as possible to other user groups and sectors. With our instantiation we 
demonstrated how to build a VR-based training system using recent hardware (Oculus 
Rift DK2 and Leap Motion). Hence, cost-efficient training with commercial VR 
technology is possible, which is of major relevance for small and medium sized 
companies. 
Theoretical Contribution. Regarding the theoretical contribution, this research work 
contributes to the methodological knowledge base of IS Design and service systems 
engineering, and builds upon existing methods of DSR and the design of service 
systems. In DSR, a theoretical contribution is usually regarded to be in form of 
prescribing how a specific solution can be designed in order to solve a relevant real-
world problem; often presented in form of design principles [38, 39] that guide the 
implementation of specific instantiations. Gregor and Hevner [5] argue that the 
instantiation itself contributes to the knowledge base as the demonstration of a novel 
artefact can be a research contribution that embodies design yet to be articulated, 
formalized, and fully understood. Prescriptive knowledge can be generated through (1) 
inventing new solutions for new problems, (2) improving and thereby developing new 
solutions for existing problems, or (3) adopting known solutions to solve new problems 
[5]. We position our work as a new solution, a VR-based training system, to solve an 
existing problem consisting of complex machines that needs to be serviced by TCS. We 
build our work on the knowledge base of Virtual Reality Design Principles. However, 
for the field of technical customer service the integration of additional service related 
information and the design of the interaction with the service object is crucial. Thus, 
we enhanced the known principles with our study. Therefore, we explored the problem 
domain and formulated meta-requirements that represent the conditions that should be 
met by a VR trainings solution. Additionally, we contribute to the IS research 
knowledge base by instantiating the evaluation strategy proposed by Venable et al. [33] 
in combination with agile software development as enhancement of the classic DSR 
approach. Hence, with our work, developed in a transdisciplinary team obtaining IS 
research, service science, education and media psychology as well as practitioners from 
service providers, manufacturers and IT companies, we meet a research gap and the 
claim for evidence-based design research [28].  
Limitations and Outlook. We discussed our work with experts from two different 
sectors in order to transfer the design principles to other sectors. However, researchers 
are welcome to evaluate the applicability and potentially needed adoption separately as 
the VR-based training system has a wide area of possible applications. Based on the 
results of the benefit analysis, we focused on an excerpt of all collected requirements 
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and the evaluation of the VR-based training system with technicians. Hence, (1) the 
transfer of additional requirements have to be investigated further. (2) We have not 
conducted a summative evaluation regarding the economic benefit and the training 
success yet. Thus, the next step of our research is the evaluation of our instantiation in 
form of a field test [40] in the TCS of the agricultural technology company and the 
service provider for air-conditioning technology. Thereby, an experiment that allows 
conclusions about the training effect is needed. To sum up, our approach can be 
considered as VR with new hardware that might lead research to specify new business 
models or training options. 
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Table 2. Appendix A: Workshop participants 

# Position Sector 
Experience 
in position 

Size of the 
company 

1 Research assistant University, Information Systems  3 years ~ 1.700 

2 Research assistant University, Information Systems  3 years ~ 1.700 

3 Professor University, Information Systems  7 years ~ 1.700 

4 Managing director  Service provider for air-conditioning  > 20 years ~ 240 

5 Assistant to the 
board of directors 

Service provider for air-conditioning  
2 years ~ 240 

6 Assistant to the 
board of directors 

Service provider for air-conditioning  
4 years ~ 240 

7 Research assistant Application-oriented research,  
Visual Technology (VR expert) 1 year ~ 560 

8 Researcher, Head of 
Visual Technology  

Application-oriented research,  
Visual Technology (VR expert) > 10 years ~ 560 

9 Service trainer Agricultural technology > 10 years ~ 1.800 

10 Team Assistant 
After Sales 

Agricultural technology 
1 year ~ 1.800 

11 Head of After Sales Agricultural technology > 20 years ~ 1.800 

12 Researcher University, Education and Media Psychology > 20 years ~ 2.800 

13 Professor University, Education and Media Psychology > 20 years ~ 2.800 

14 IT expert IT company, Learning Technologies 5 years ~ 220 

15 IT expert IT company, Learning Technologies 1 year ~ 220 
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